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Abstract

In this study, a pioneer secure coding concept for pairwise images is revealed and
implemented by the use of the proposed fractal mating coding scheme, in which the
domain pools consist of the domain blocks selected from the pairwise images to explore
both the intra- and inter-image similarities. In addition to the pairwise relation, the
mating ratios denoting the percentages of the domain blocks selected from both images
are utilized. Further encryption can be achieved by the use of block mean permutation
and mating of the fractal codes. The security level is high because that the jointly
coded images cannot be correctly reconstructed without all the required information.
The computer experiments show that the coding performance can be greatly improved
from conventional fractal coding schemes and the inter-secured purpose for pairwise
images is successfully achieved.
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1 Introduction

Recently the methods of data security/protection for electronic commerce or the distribu-
tion over Internet have been drastically developed. The techniques for image and video con-
tent protection are usually achieved by watermarking,1−4 secure image coding/encryption,5,6

and/or image secret sharing schemes.7 By using watermarking schemes one can claim the
data authority via the insertion of visible or invisible marks. Image encryption schemes8−12

shuffle the original content into noise-like data, which cannot be correctly reconstructed with-
out the key used in the encryption stage. On the other hand, modern image secret sharing
schemes13−19 are based on visual cryptography20,21 and human visual system characteristics.22

Since a secret image can be recovered without any computation, the disadvantage of complex
computation required in traditional cryptography can be released.

In general, the encryption and watermarking techniques are solely utilized to secure im-
ages or video clips. However, most image and video data are compressed to save the band-
width and amount for transmission and storage purposes, respectively. Therefore, many
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approaches,23−27 which combine both the compression and encryption techniques, were pro-
posed such that the compressed data can be transmitted or stored with more efficient and
highly-secured ways. For example, the modifications of discrete-cosine-transform (DCT) and
wavelet coefficients in the JPEG28 and JPEG-200029 codecs, respectively, constitute a pop-
ular choice in various secure coding schemes. Without properly decryption of the transform
coefficients, the compressed images cannot be correctly reconstructed. On the other hand,
selective or partial encryption solutions30,31 for the compressed data were also proposed.
These solutions reduce the key size in the encryption system and the massive computational
complexity required in overall encryption. The integrated compression and encryption sys-
tems for video, audio, and multimedia also have been investigated for content protection
purposes.1,24,25 Obviously, the research on joint compression and encryption/watermarking
has been received a great attention and has become a significant issue in current multimedia
applications.

Images are considered as independent and separate data sources in conventional still-
image coding framework. For example, an image is transformed to the frequency domain and
then the spectral coefficients are quantized and recorded as the compressed data in current
coding standards such as JPEG and JPEG-2000. Then the encryption/security schemes are
applied on the image/video data. In addition to applying the encryption/security schemes
on the independent image data, here a novel technique, which implements inter-secured
joint image compression together with image encryption using an adapted fractal coding
technique, is proposed. The major difference between the proposed and above-mentioned
work is that both the encoding and decoding processes of selected pairwise images are no
longer independent. Instead of using conventional encryption/security schemes to protect
images, two jointly coded images can protect each other without using considerable extra
information. For a currently encoded image, this can be achieved by accessing the content
in the other image during the encoding process.

In this study, the fractal mating coding (FMC) scheme is proposed to increase the diversity
of the domain pool and to benefit the security property. In addition to extracting the self-
similarity in a single image in conventional fractal coding techniques, the inter-similarity
between the selected pairwise images is also explored. The key idea is to construct the
domain pools using the domain blocks selected from both the pairwise images. Consequently,
the best matching domain block of the range block in the current image may be found in the
other image. In decoding, two images must be iteratively reconstructed with an interlacing
order. Otherwise, the self-decoded images will be seriously distorted. For the images with
strong inter-similarities in block-based perspective, the proposed FMC scheme can improve
the rate-distortion performance. Even two dissimilar images are jointly coded, the rate-
distortion performance can be preserved as well because the mating ratio can be selected as
small as possible.

The proposed FMC scheme also provides secured transmission/storage for the jointly
coded images. Without the pairwise relation, images cannot be totally retrieved because
the range blocks coded by the domain blocks located in the other image cannot be correctly
reconstructed. Furthermore, two encryption schemes are used to protect the coded result.
First, a secret key is used to scramble the block means in the encoding stage. The block mean
permutation can be obtained by performing exclusive OR (XOR) operations on a secret key
and the pixel addresses. Second, the fractal codes of range blocks in both images can be
exchanged by the use of a mating table. Only a noise-like image is reconstructed without
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the correct key and the mating table.
The rest of this paper is organized as follows: Section 2 briefly reviews the fractal coding

techniques. The proposed FMC scheme and related security aspects are presented in Section
3. The simulation results are given in Section 4. Section 5 deals with the discussions on
potential future work. Conclusions are finally drawn in Section 6.

2 Fractal Coding Techniques

Fractal image coding techniques have received a great attention more than ten years.31 The
idea is that the natural images are usually with self-similarity, which is a kind of redundancy
and can be used in the image coding framework. In 1992, Jacquin proposed the fractal
block coding (FBC) technique that can automatically encode an image by the use of the
partitioned iterated function system.32 In this conventional scheme, an image is partitioned
into nonoverlapping range blocks. The larger domain blocks are selected from the same
image and can overlap. A grayscale image is encoded by mapping the domain block D to
the range block R using the contractive affine transformation (CAT) defined as32

R̂ = ι{α · (S ◦D) +4g}, (1)

where S◦ represents the contraction operation that downsizes the domain block to the size of
range block. Then the parameters (called the fractal code) describing the CAT that has the
minimum matching error between the original range block R and transformed range block
R̂ are transmitted or stored. The fractal code consists of the contrast scaling α, luminance
shift 4g or the block mean (the average pixel value of the range block) µR,33 isometry ι,
and the position PD of the best-match domain block in the domain pool. Note that the
uniform range blocks are directly coded by their mean values. For the range block that is
not coded by the mean value, all of the N domain blocks D

(Intra)
N are sought to find the best

affine-transformed domain block R̂ that is the most closest to it. That is,

minimize

∀ ι,α,4g,D∈D
(Intra)
N

||R− R̂||, (2)

where the symbol D
(Intra)
N denotes that the domain blocks are selected the image itself and

|| · || denotes the L2 norm. In decoding, the CATs denoted by fractal codes are applied to an
arbitrary initial image and then the decoded image is repeatedly reconstructed by the use
of CAT on the fractal codes until the iterated image converges.

Conventional FBC techniques search the similarity between the range and domain blocks
in an image, which is then coded independently. However, the high similarity between
the domain and range blocks in an image does not always exist. That is, certain best-
matching domain blocks may still have large distortion with the range blocks. Although
increasing the number of the domain blocks can reduce the distortion, the bit rate increases
accordingly. On the other hand, the domain blocks selected from the same image may have
some redundancy among them. Thus it is not easy to construct an efficient domain pool.
As shown in previous literatures for fractal coding techniques,33,35−39 some design methods
are summarized as follows:
(1) Full search – select all the possible domain blocks in the whole image;
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(2) Neighboring search – select the domain blocks locating at the neighboring region of the
current range block;
(3) Subsampling search – the domain blocks that are uniformly subsampled from the whole
image;
(4) Others – hierarchical (pyramid or quadratic) searching, block averaging, block-mean
image, combinations of two or more methods.
For the methods above, the domain blocks are all selected from the coding image itself and
thus only the intra-image similarity is explored.

In conventional FBC techniques, the coding performance of an image reflects the cor-
responding intra-image similarity. For images with high intra-image similarity, the coding
performance must be better than that of the complex images with low intra-image similarity.
In addition to the similarity that can be found in the image itself, there might exist other
similarity between two different images. That is, the similar contents in two images can be
regarded as the redundancy if two images are jointly considered for compression. Therefore,
it is desirable to introduce the inter-image similarity for the images with low intra-image
similarity while searching the similarity between the domain and range blocks in FBC tech-
niques such that the coding performance can be improved. Based on the above idea, we here
propose the FMC scheme in which the inter-image similarity can be explored by selecting
the domain blocks from the other jointly coded image.

3 Fractal Mating Coding (FMC) Scheme

3.1 Inter-image Similarity

Conventional still-image coding techniques usually provide only the function for single-image
compression. To the best of our knowledge, there is no method proposed to jointly compress
two or more images in current image-coding standards. In conventional FBC schemes, only
the self-similarity in an image is explored to reduce the redundancy in the image. Let NA

domain blocks D selected only from the currently coding image A be denoted as D
(intra)
NA

.

That is, D ∈ D
(intra)
NA

in Eq. (1). However, the self-similarity in some images, especially
for certain complicated images, is not obvious.40 The contraction operation that averages
four neighboring pixels in a domain block to obtain one pixel in the coded range blocks is
equivalent to low-pass filtering, which can blur the image. That is, the coding performance
of a complicated/texture image is much lower than that of a simple image. Therefore, the
introduction of higher inter-image similarity from another image would be helpful in improv-
ing the coding performance of a complicated image. To utilize the inter-image similarity in
the image coding framework, however, at least two images must be jointly considered and
coded together. This introduces the requirement of transmitting multiple images in the pro-
posed FMC scheme. Compared with conventional FBC techniques, larger storage/memory
requirement and higher computation complexity are the limitations since here two images
are jointly considered rather than only one.

4



3.2 Domain Pool Construction and Mating Ratio

Consider to encode the image A in the proposed FMC scheme. The inter-image similarity is
explored via selecting NB domain blocks D

(inter)
NB

from the other jointly coded image B. The
domain blocks selected from the two different images usually can provide larger diversity than
that only from a single image. That is, the domain pool D is composed of the domain blocks
from two images, i.e., D = {D(intra)

NA
, D

(inter)
NB

}. Therefore, the FMC scheme can explore both
the intra- and inter-image similarities such that better coding performance can be expected.

Figures 1(a) and 1(b) show the methods to select the domain blocks in the proposed FMC
scheme. To construct the domain pool for the image A, the domain blocks are selected from
both the jointly coded images A and B. That is, the construction of the domain pool for the
image A can be divided into two parts: First, NA domain blocks D

(intra)
NA

are selected from
the image A itself. Here the NA neighboring blocks are covered in the nearest neighboring
region (Lx × Ly) of the current range block, and can be determined by39

Lx = Ly = d
√

NAe, (3)

where the symbol ‘d·e’ denotes the ceiling operation for the real number in it. Next, the

other NB domain blocks D
(inter)
NB

are selected by uniformly subsampling (with the sampling
periods Tx and Ty pixels in horizontal and vertical directions, respectively) the other image
B. Here the sampling periods Tx and Ty can be determined by37

Tx = Ty = b M√
NB

c, (4)

where the symbol ‘b·c’ denotes the floor operation for the real number in it. For a given size
N of the domain pool,

N = NA + NB. (5)

The mating ratio rAB of the image A with respect to the image B is defined as

rAB =
NB

NA + NB

, (6)

which is within the range [0, 1]. The proposed FMC scheme is equivalent to the conventional
FBC schemes if NB = 0. On the other hand, the domain blocks can be totally selected
from the other image B for the case NA = 0. A similar idea of building the domain pool
from another image was proposed by Leposy et. al.,41 in which the codebook used in vector
quantization (VQ)42 of images can be seen as the domain pool in conventional FBC schemes.
However, the images are still independently coded.

3.3 Encoding

Figure 2(a) shows the block diagram of the encoder in the proposed FMC scheme. In the
input of the encoding stage, two different images A and B are jointly considered. Basically,
only the construction of the domain pool is different from that in conventional FBC schemes.
To obtain better coding performance of two jointly coded images, several mating ratios (that
is, different values of rAB and rBA) are tested. Although testing several possible mating ratios
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slows down the encoding process, the decoding speed remains the same. Note that the mating
ratio will also be transmitted to the decoder. However, only three bits are required to denote
the mating ratio and thus the overhead is negligible.

Once the domain pool has been determined, the subsequent procedures are similar to
that in conventional FBC schemes. The only difference is that the position PD of the best-
matching transformed domain block now is determined by

minimize

∀ ι,α,4g,D∈D
||R− R̂||. (7)

Note that the mean and variance of each range block should be calculated at first. If the
variance of the range block is less than a threshold value Eth, the range block is coded by
its mean value. Otherwise, the range block is coded by the CAT and denoted as the fractal
code. A header is attached for each range block to specify the coding status of the range
block. After encoding the image A, the similar procedures are applied to the other image
B. The block mean permutation by use of a secret key and the mating of fractal codes of
pairwise images will be described in Subsection 3.5.

An image does not always have strong self-similarity. Therefore, the best match do-
main block for the range block in the image A might be sought from the other image B.
Consequently, the image A or B cannot be decoded only by the use of its own fractal codes.

3.4 Decoding

Figure 2(b) shows the block diagram of the decoding process, in which the reconstruction
of the pairwise images should be proceed together. First of all, the decoder should acquire
the pairwise relation that which two images are jointly encoded. The mating ratios rAB and
rBA are used to determine the numbers of the domain blocks selected in the pairwise images.
Initially, let k = 0 and the iterated images be denoted as Ak and Bk. Then two initial images
A0 and B0 are constructed by their block means. In decoding the image A1, the process is
similar to that in the conventional FBC schemes except that the domain blocks are selected
from the images A0 and B0. Next, the other image B1 can be determined from the images
A1 and B0. In the kth iteration, the domain pool of the iterated image Ak is constructed
by the domain blocks selected from the (k − 1)th iterated images Ak−1 and Bk−1. Thus two
images Ak and Bk are iteratively reconstructed in an interlacing order. If only the image
A is decoded, the domain blocks located in the image B cannot be employed to decode the
range blocks. This provides a secured decoding process, in which only the jointly encoded
images can be correctly decoded.

3.5 Compressed Domain Encryption

In conventional FBC schemes, the range blocks in an image are classified as two types: (1)
the uniform blocks that are coded by their block means; (2) the other blocks that are coded
by the fractal code representing the CATs between the domain and range blocks. Generally
the number of blocks belonging to the first type is larger than that of the second type,
especially when the block size is small (for example, 4 × 4). In the proposed FMC scheme,
the range blocks of the second type will be seriously distorted if only one image is decoded
independently. However, it is easy to recognize the decoded image because the uniform
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range blocks are correctly reconstructed by the corresponding mean values. To make the
self-decoded image be furthermore encrypted, here two encryption schemes are utilized.

The block mean permutation and mating the fractal code are integrated in the proposed
FMC scheme. Figures 3(a) and 3(b) show the block diagrams of the proopsed encryption
and decryption processes in the encoder and decoder, respectively. First, an XOR-based
encryption method is applied to perform the permutation of block means in the proposed
FMC scheme. Let µR(m,n) denote the mean value of the (m,n)th range block. Given
the original fractal codes τA and τB, the mean values of all range blocks are exchanged by
applying XOR operations on the secret keys sA, sB, respectively, and their addresses, m and
n. That is,

µR(m′, n′) = µR(m⊕ s, n⊕ s), (8)

where the symbol ‘⊕’ denotes the XOR operation. Therefore, the mean value µR(m,n) of
the range block R(m,n) becomes to µR(m′, n′) of another range block R(m′, n′). Without
the secret key, the decoded result can hardly be recognized because the mean values have
been scrambled. To correctly reconstruct the range block R(m,n) in the decoding stage, the
correct addresses of the original mean value µR(m,n) must be retrieved by performing the
XOR operation using the same secret key. That is,

µR(m′ ⊕ s, n′ ⊕ s) = µR(m,n). (9)

Note that the images A and B can use different secret keys sA and sB during the block mean
permutation. In addition to the pairwised information and mating ratios (rAB and rBA),
both the secret keys (sA and sB) can also contribute to the security in the proposed FMC
scheme.

Since the lengths of secret keys may be not enough to resist brute-force attacks, here the
second encryption scheme, which applies the similar idea of the domain pool design in the
compression domain, is proposed. The fractal codes τA and τB of the range blocks in two
jointly coded images A and B are exchanged according to a mating table MAB, which is an
array of binary digits and whose size is the same as the number of range blocks. In the mating
table, the binary digit ‘1’ denotes that the fractal codes of two range blocks are exchanged,
while the digit ‘0’ means not. After applying the mating table on two original fractal codes τA

and τB, the encrypted fractal codes τ̂A and τ̂B are obtained as the final compressed data for
images A and B. The mathematical expressions for fractal code encryption and decryption
using the mating table can be expressed as

[τA, τB]® [MAB] = [τ̂A, τ̂B] (10)

and
[τ̂A, τ̂B]® [MAB] = [τA, τB], (11)

respectively, where the symbol ‘®’ denotes the operation of exchanging the fractal codes of
two corresponding blocks if the entry value in the matrix MAB is unity. The binary digits
in the mating table can be randomly generated and its size is large enough to prevent the
brute-force attack. For example, the size of the mating table is 64×64 when a 512×512
image is partitioned into the range blocks of size 8×8. In the decoder shown in Fig. 3(b),
the encrypted fractal codes τ̂A and τ̂B must be correctly decrypted with the same secret keys
and mating table.
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3.6 Security Level

In the proposed FMC scheme, only seriously distorted images are obtained if the two jointly
encoded images are independently decoded. Therefore, the proposed FMC scheme can be
considered as a joint coding scheme with the encryption purpose for multiple images. The
security level is high because it is hard to guess that which pairwise images are jointly coded.
Consider the applications for image databases. All the information below are required for
correctly decoding the pairwise images: (1) the specific decoder based on the proposed
FMC scheme; (2) the pairwise relation (key1); Here the possible combinations depend on
the number of images in the database. (3) the mating ratio (key2), the key used for mean
permutation (key3), and the mating table (key4) of both images. The data amount in
the items (2) and (3) is small and thus can be delivered through a secured channel or
further encrypted for the Internet transmission. Assume that an unauthorized user owns
the specific decoder and the encrypted fractal codes of images. Let the number of images
in the database be 1024, the levels of mating ratio be 5, the key used for mean permutation
be 8-bit long, and the size of mating table be 64 × 64. To successfully decrypt the jointly
coded pairwise images, the number of possible combinations for the keys (key1 ∼ key4) will
be 1024×5×28×264×64 > 24116, which should be large enough from the unauthorized user’s
brute-force attack.

4 Experimental Results

In the computer simulation, two 512×512 images (Lena and Peppers) with the eight-bit
grayscale resolution are used to test the proposed FMC scheme. The coding performance
of the decoded image is evaluated by the peak signal-to-noise ratio (PSNR) and bit rate.
An image is partitioned into range blocks of a single size, either 8×8 or 4×4; or an image
is partitioned into two-level block sizes: 8×8 and 4×4. The PSNR of the decoded image is
defined as

PSNR = 10 log10

2552 · 5122

64
∑N8

i=1 MSE(R8i
, R̂8i

) + 16
∑N4

i=1 MSE(R4i
, R̂4i

)
dB, (12)

where N8 and N4 are the total numbers of the 8×8 range block R8 and the 4×4 range block
R4, respectively. The distortion between the original and coded range blocks is represented
by the mean-squared error (MSE) measurement defined as

MSE(R, R̂) =
1

m2

∑

0<i,j≤m

(Ri,j − R̂i,j)
2, (13)

where m × m is the block size and Ri,j and R̂i,j denote the grayscale values of the (i, j)th

pixels in the original range block R and the coded range block R̂, respectively. The variance
threshold values Eth = 25 is used for both the 8×8 and 4×4 range blocks. The number N
of domain blocks in the domain pool is 256. The bit rate calculation for different partitions
can be found in our previous work.38

For an image partitioned into 8×8 or 4×4 range blocks, the block mean and variance are
calculated. If the block variance is less than the threshold value, the range block is coded by
its mean value. Otherwise, the range block is coded by the use of CAT. Tables 1 and 2 show
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the rate-PSNR comparisons of the proposed FMC method for the Lena and Peppers images
under different mating ratios. Five mating ratios {r = 0, 0.25, 0.5, 0.75, 1.0} are considered
here. That is, the combinations (NA, NB) of the domain blocks selected from two images are
{(256, 0), (192, 64), (128, 128), (64, 192), (0, 256)}. Table 1 shows that the case of 8×8 range
blocks, the PSNR can be improved by 1.11 dB in the case r = 0.75 for the Lena image. On
the other hand, the PSNR has been improved by 0.60 dB in the case r = 0.75 for the Peppers
image. Table 2 shows that for the case of 4×4 range blocks, the PSNR can be improved by
0.74 dB in the case r = 0.5 for the Lena image. However, the PSNR has been improved only
by 0.11 dB in the case r = 0.25 for the Peppers image. The PSNR decreases as the mating
ratio r is greater than 0.5.

Consider the cases of two-level range block sizes. The number N of domain blocks in
both the parent and child levels is also 256. The conditions that the parent range block is
partitioned into four child range blocks can refer to our previous work.37,43 Table 3 shows
the rate-PSNR performance of two test images. In the cases of the mating ratios r = 0.5 for
the Lena image and r = 0.75 for the Peppers image, the maximum PSNRs and minimum
bit rates are obtained.

Tables 4 and 5 show the best coding results of applying the proposed FMC scheme on each
pair of six images using the single and two-level block sizes, respectively. The PSNR values
shown in the bold face in the diagonal are obtained from the conventional FBC schemes.
The other PSNR values shown in the bold face are the highest values among all possible
combinations of pairwise images and mating ratios. As shown in both tables, all the PSNR
values are greatly improved for both the cases of the single and two-level block sizes. The
inter-image similarities in the test images are different in both cases. For example, the best
coding performance of the F-16 image occurs at the inter-image mating coding (r = 1) with
the Peppers image under the case of single block size. For the case of two-level block sizes,
however, the best coding performance occurs at the inter-image mating coding (r = 0.75)
with the Building image. As shown in Tables 1–3, the performance depends on not only
the range block size but also the definition of domain pools in both images. The size of the
domain pool and the methods for domain block selection under different mating ratios in
the other image are different. Tables 4 and 5 also show that, for a given image, the best
mating ratios under different block sizes are also different. All the results shown in the tables
are based on the domain pool of size 256. The best mating ratio could also change when
different sizes (for example, 128 or 512) of the domain pools are used. The best mating ratios
will be different when a different size 128 is used for the domain pools. Moreover, there are
also many combinations for the parent and child domain pools in the case of two-level block
sizes. Therefore, it is difficult to develop the theory for the issue of how to choose the optimal
mating ratio in the proposed FMC scheme. For some special cases, however, when the two
jointly coded images are quite different, the mating ratio should be much smaller than one.

In the proposed FMC scheme, both the jointly-encoded images must be decoded together.
Consider the jointly coded Lena and Peppers images whose range blocks are of size 8 × 8.
Figures 4(a)–4(f) show that the two iterated images are jointly reconstructed at the first,
second, and thirteenth iterations. Both images are successfully reconstructed. However,
consider the case of independently decoded image without the pairwise information. Figures
5(a) and 5(b) show the reconstructed images that are self-decoded by the use of their own
fractal codes only. For the range blocks whose domain blocks are selected from the other
image, they cannot be correctly reconstructed. These blocks are seriously distorted and the
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reconstructed images cannot be displayed with good quality. However, these distorted images
are still recognizable. To further make the decoded images shown in Figs. 5(a) and 5(b)
unrecognizable, the block mean permutation described in Section 2.3 is employed. Figures
6(a) and 6(b) show that the corresponding decoded images are noise-like when a secret key
s = 21 is employed in the XOR operations. Obviously, the decoded images are very different
from the original ones and thus cannot be recognized.

Consider only the effects of fractal codes encryption via the mating coding table in the
encoder. Here three mating tables with different numbers of the randomly generated binary
digit ‘1’: 2565, 2050, and 1594, are used. That is, fractal codes of 62.6%, 50.0%, and 38.9%
range blocks are exchanged. Figures 7(a)–7(c) show the corresponding decoding results
when the mating tables are not used in the decoding stage. Consider the Lena image. More
the fractal codes are exchanged, more the decoded results are similar to the Peppers image.
Obviously, the decoded results are recognizable and not enough secured for image encryption
purpose. To obtain a higher security level, both the block mean permutation and mating
of fractal codes are utilized. Figures 8(a) and 8(b) show the incorrect decoding results
when two encryption schemes are combined. Both decoded images are random enough and
cannot be recognized. The decoded images can be correctly reconstructed only when all of
the secret keys, mating ratios, pairwise information of both images, and mating table are
correct. Since the number of possible combination of two keys is huge, the proposed FMC
scheme can provide high security to protect the jointly coded images.

5 Discussions on Future Work

Recently, fractal-based watermarking methods have been proposed for image protection.44,45

However, the embedding of a watermark usually degrades the image quality. The proposed
FMC scheme provides an alternative to protect the image in the compression domain, which
is more practical because images are stored or transmitted with the compressed form. Con-
sider a set of images or an image database. Let an image be selected as the key image.
All the other images can be jointly coded with the key image based on the proposed FMC
scheme. Thus the compressed images are protected by the key image because they cannot be
correctly decoded without the information of the secret image. The proposed FMC scheme
shows a promising application for securing storage and distribution of the coded images.

As shown in the simulation results, the coding performance depends on the mating ratio
and the selection of pairwise images. Given a set of images, all the possible mating ratios
and selections of the pairwise images can be tested to find the optimal one. However, it
requires massive computation and seems unrealistic in practical applications. In addition to
the determination of the optimal mating ratio, it is also desirable to measure the inter-image
similarity between every two images and then to select the pairwise images with the highest
similarity as the input of the proposed FMC scheme.

Since the FBC technique is also called the self-VQ of images,46 a possible approach to
measure the intra and inter-image similarities based on VQ techniques of images could be a
potential research topic. For example, the intra-image similarity can be measured by the cod-
ing performance determined by applying the original VQ on the image. The mean-removed
blocks can be used as the training vectors in VQ and then the representative codewords (i.e.,
codebook) can be determined. For the image coded by the codebook generated from using
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the same image as the training image, higher coding performance corresponds to higher
intra-image similarity. On the other hand, for the image coded by the codebook generated
from using another image as the training image, higher coding performance corresponds
to higher inter-image similarity. Therefore, the intra- and inter-image similarities can be
estimated.

More than two images can be processed to extend the capability of the proposed FMC
scheme. An intuitive and useful usage of the extended FMC scheme is the application on
color image compression. Three spectral (R, G, B) components of a color image are expected
to be with high inter-image similarities because strong local similarities usually exist among
the three monochrome images. The selection of domain blocks from three images shall be
different from the current FMC scheme. For each monochrome image, two mating ratios will
be used to describe the domain blocks selection in three images. If the three monochrome
images are jointly coded by the use of the proposed FMC scheme, the coding performance
higher than that obtained by the use of independently coding each monochrome image based
on conventional FBC scheme can be expected.

Finally, other image coding techniques can be considered to implement the aspect of the
proposed inter-secured pairwise image compression with encryption. For example, the inter-
image similarities can be sought by examining the DCT and wavelet coefficients between
pairwise images in JPEG and JPEG-2000 standards, respectively. How to efficiently search
for the inter-image similarity between the pairwise image will be a critical issue in applying
the proposed method to other coding techniques.

6 Conclusion

In this study, the inter-secured pairwise image compression with encryption purpose is im-
plemented by the proposed FMC scheme, which explores not only the intra- but also the
inter-image similarities. The domain blocks selected from both the jointly coded images can
construct the domain pool more efficiently. In decoding, the self-decoding image will be
seriously distorted without the coding and encryption information of the jointly coded im-
ages. The proposed FMC scheme not only enhances the coding performance of conventional
FBC techniques, but also provides the security that the pairwise relation, mating ratios,
secret keys for block-mean permutation, and mating table of fractal codes can successfully
protect the images from illegal users. Finally, the potential future work for the proposed
FMC method is discussed.
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Table 1: The PSNR (in dB) comparison for the case of single block size 8×8 under different

mating ratios for two images.

Mating ratio r 0 0.25 0.5 0.75 1
Lena (0.223 bpp) 29.09 30.06 30.16 30.20 29.89

Peppers (0.252 bpp) 28.00 28.43 28.59 28.60 27.81

Table 2: The PSNR (in dB) comparison for the case of single block size 4×4 under different

mating ratios for two images.

Mating ratio r 0 0.25 0.5 0.75 1
Lena (0.706 bpp) 33.30 33.51 34.04 33.86 33.10

Peppers (0.771 bpp) 31.20 31.31 31.23 31.04 30.69
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Table 3: The rate-PSNR (in bpp and dB) comparison for the case of two-level block sizes

8× 8 and 4× 4 under different mating ratios for two images.

Mating ratio r 0 0.25 0.5 0.75 1
32.98 33.15 33.61 33.46 32.73

Lena 0.481 0.487 0.477 0.477 0.491
31.03 30.82 31.06 31.12 30.46

Peppers 0.598 0.587 0.587 0.591 0.602

Table 4: The best rate-PSNR (in bpp and dB) results of different pairs of images for the

case of single block size 8× 8.

Max.
Lena Peppers Building F-16 Harbour Baboon ∆PSNR

Lena r=0.75 r=0.75 r=0.75 r=0.75 r=0.5
0.223 bpp 29.09 30.20 30.00 29.92 29.75 29.66 1.11
Peppers r=0.75 r=0.5 r=0.5 r=0.75 r=0.5

0.252 bpp 28.60 28.00 28.55 28.53 28.35 28.39 0.60
Building r=0.75 r=0.75 r=0.75 r=0.75 r=0.5
0.288 bpp 24.63 24.74 22.99 24.45 24.02 24.01 1.75

F-16 r=0.75 r=1 r=0.75 r=0.75 r=0.5
0.214 bpp 27.70 27.73 27.38 24.63 27.13 27.27 3.10
Harbour r=1 r=0.75 r=1 r=0.75 r=0.5
0.264 bpp 23.61 23.71 23.56 23.57 21.36 23.38 2.35
Baboon r=1 r=1 r=1 r=0.5 r=1

0.317 bpp 22.70 22.74 22.64 22.66 22.54 21.00 1.74
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Table 5: The best rate-PSNR (in bpp and dB) results of different pairs of images for the

case of two-level block sizes 8× 8 and 4× 4.

Max.
Lena Peppers Building F-16 Harbour Baboon ∆PSNR

r=0.5 r=0.5 r=0.5 r=0.75 r=0.25
Lena 32.98 33.61 33.60 33.24 33.19 33.38 0.63

0.481 0.477 0.482 0.480 0.486 0.482
r=0.75 r=0.75 r=0.5 r=0.5 r=0.25

Peppers 31.12 31.03 31.62 31.13 31.49 31.17 0.59
0.591 0.598 0.603 0.594 0.599 0.600
r=1 r=0.5 r=0.75 r=0.5 r=0.25

Building 28.11 28.56 27.71 28.28 28.40 28.15 0.85
0.856 0.858 0.859 0.862 0.861 0.862

r=0.75 r=0.5 r=0.75 r=0.5 r=0.25
F-16 30.68 31.38 31.77 30.27 31.38 30.94 1.50

0.513 0.507 0.517 0.516 0.517 0.513
r=1 r=0.75 r=0.75 r=0.75 r=1

Harbour 25.93 26.11 26.43 26.30 24.33 26.00 2.10
0.788 0.784 0.787 0.784 0.786 0.797
r=1 r=1 r=1 r=1 r=1

Baboon 25.23 25.26 25.67 25.26 25.11 22.68 2.99
1.078 1.077 1.091 1.080 1.092 1.087
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Figure Captions:

Figure 1 The construction of the domain pools for the pairwise images: (a) NA domain
blocks are selected from the neighboring region Lx × Ly of current range block;
(b) NB domain blocks are uniformly subsampled with the sampling periods (Tx

and Ty pixels in horizontal and vertical directions, respectively) from the other
image.

Figure 2 The block diagrams of the encoder and decoder in the proposed FMC scheme.

Figure 3 The block diagrams of the (a) encryption and (b) decryption processes in the
proposed FMC scheme.

Figure 4 The decoded results when both images are jointly reconstructed at the first, (a)
and (b), second, (c) and (d), and thirteenth, (e) and (f), iterations. The range
blocks are of size 8× 8.

Figure 5 The decoded results when each image is independently decoded by its own fractal
code: (a) Lena and (b) Peppers. The range blocks are of size 8× 8.

Figure 6 Further encrypted results of Figs. 5(a) and 5(b), in which the block means have
been scrambled using dyadic permutation.

Figure 7 The incorrect decoded results of the Lena and Peppers images when three dif-
ferent numbers of fractal codes of the range blocks are exchanged: (a) 2565, (b)
2050, (c) 1594.

Figure 8 Incorrect decoding results while mixing two encryption schemes for the (a) Lena
and (b) Peppers images.
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Figure 1: The construction of the domain pools for the pairwise images: (a) NA domain
blocks are selected from the neighboring region Lx × Ly of current range block; (b) NB

domain blocks are uniformly subsampled with the sampling periods (Tx and Ty pixels in
horizontal and vertical directions, respectively) from the other image.
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Figure 2: The block diagrams of the (a) encoder and (b) deccoder in the proposed FMC
scheme.
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Figure 3: The block diagrams of the (a) encryption and (b) decryption processes in encoder
and decoder, respectively, in the proposed FMC scheme.
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(a)                  (b)

(c)                  (d)

(e)                  (f)

Figure 4: The decoded results when both images are jointly reconstructed at the first, (a)
and (b), second, (c) and (d), and thirteenth, (e) and (f), iterations. The range blocks are of
size 8× 8.
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(a)                  (b)

Figure 5: The decoded results when each image is independently decoded by its own fractal
code: (a) Lena and (b) Peppers. The range blocks are of size 8× 8.

(a)                  (b)

Figure 6: Further encrypted results of Figs. 5(a) and 5(b), in which the block means have
been scrambled using dyadic permutation.
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(a)

(b)

(c)

Figure 7: The incorrect decoded results of the Lena and Peppers images when three different
numbers of fractal codes of the range blocks are exchanged: (a) 2565, (b) 2050, (c) 1594.
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(a)                  (b)

Figure 8: Incorrect decoding results while mixing two encryption schemes for the (a) Lena
and (b) Peppers images.
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